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Abstract—In recent years, several last mile high-speed technolo- support bandwidth and delay Quality of Service (QoS) guar-
gies have been explored to provide Internet access and multimedia antees. The developed architecture supports various types of
services to end users [1]. Most notable of those technologiesy affic including constant bit rate, variable bit rate and best
are Hybrid Fiber Coax (HFC) cable networks, Digital Subscriber . . .

Line (DSL), Satellite Access, and fixed Broadband Wireless Accesseﬁort' The rest of th_'s pape_r IS orgal_"nzed as follows. In the
(BWA) systems. Thede factostandard for delivering broadband ~ N€xt section, we provide a quick overview of both DOCSIS and
services over HFC networks is the Data Over Cable Service Inter- IEEE 802.16 standards. We also describe some of their QoS-
face Specifications (DOCSIS) protocol. For BWA systems, on the related features. We then propose our scheduling architecture
other hand, a new protocol, called |IEEE 802.16, was developed, gaction |11, Sections IV and V provide more details about

for the same purpose. This paper presents a new and efficient ific | f th ted schedul ti Finall
scheduling architecture to support bandwidth and delay Quality of Specific 1Issues of the suggested scheduler operation.  Finally,

Service (Qo0S) guarantees for both DOCSIS and IEEE 802.16. Our We conclude with a summary in Section VI.
design goals are simplicity and optimum network performance.

The architecture we develop here supports various types of traffic

including constant bit rate, variable bit rate (real-time and non- Il. BACKGROUND
real-time) and best effort. A. DOCSIS

DOCSIS assumes an architecture in which a headend, called
a Cable Modem Termination System (CMTS), controls the
. INTRODUCTION operations of many terminating Cable Modems (CMs) at sub-
YBRID Fiber Coax (HFC) cable networks have beefcriber locations. The medium between the CMTS and the
mainly used in the past to deliver broadcast-quality Tifferent CMs is a two-way shared medium, in which down-
signals to homes. The wide availability of such systems astfeam channels carry signals from the headend to users and
the extremely wide bandwidth they provide allows extendingPstream channels carry signals from users to the headend.
their functionality to deliver high-speed broadband data signd#pstream and downstream channels in DOCSIS are separated
to end users [2]. To provide such support, Data Over Catging Frequency Division Duplex (FDD). DOCSIS defines both
Service Interface Specifications (DOCSIS) protocol [4, 5] wdBe physical layer and the Medium Access Control (MAC)
developed by a group of major cable operators called Calsledtocol layer to be used on these channels.
Labs. DOCSIS was later adopted by the ITU and is now A CM normally tunes to one upstream channel and an
supported by many vendors. Versions 1.0 and 1.1 of DOCSAssociated downstream channel. Each upstream channel is
were completed by 1999, and version 2.0 was introducedifiherently a shared medium, and the CMTS controls access
early 2002. of the CMs to such a medium in an orderly manner by means
Broadband Wireless Access (BWA) systems, on the othef the MAC protocol. The main access scheme in DOCSIS
hand, are easier to implement and can be installed rapidi? and 1.1 is time division multiple-access (TDMA). DOCSIS
without extensive underground cable infrastructure. They cdf also allows frequency division multiple-access (FDMA)
also be used to provide high-speed data access to subscriB8fs Synchronous code division multiple-access (S-CDMA) to
[3]. The IEEE 802.16 standard was developed for Bwaomplementthe original TDMA access scheme. Each upstream
systems for that purpose, and was formally approved by tBgannel is further divided into a stream of fixed-size time
IEEE Standards Association in 2001 [6]. It is worth mentioninginislots.
that IEEE 802.16 was a consolidation of two proposals, one ofThe DOCSIS MAC protocol utilizes a request/grant mech-
which was based on DOCSIS. This is mainly due to the ma@ism to coordinate transmission between multiple CMs. If a
striking similarities between the HFC cable environment arfdM needs to transmit anything on the upstream channel, it first
the wireless BWA environment. requestsfrom the CMTS, an opportunity to transmit a certain
In this paper we develop a new scheduling architecture fafount of data. The CMTS is then responsible for allocating

both DOCSIS and IEEE 802.16 to allow them to efficientlpuch a transmission opportunity (callecdata granj in the
next upstream frame(s) if capacity is available. Periodically, the
This work was supported by Sprint Corporation. CMTS sends &dandwidth allocation mafMAP) message over



the downstream channel to indicate to the CMs the specific tirmgponential backoffs its contention resolution protocol and
minislots allocated to them as their corresponding upstreanaintains the concept of a bandwidth allocation MAP as in
transmission opportunities. As a result of reserving bandwidtDOCSIS. Fragmentation and concatenation of data packets are
the CMs are guaranteed a collision-free transmission. Besi@dso allowed.
indicating the transmission opportunities for the different CMs, To support QoS, IEEE 802.16 maintains the concept of a ser-
the MAP message indicates in which time intervals the differewice flow. The Upstream Service Flow Types defined in IEEE
CMs are allowed to send their requests for transmission. TI8&82.16 are, again: Unsolicited Grant Service (UGS), Real-Time
reservation interval is a contention interval in which collisionRolling Service (rtPS), Non-Real-Time Polling Service (nrtPS)
may actually happen. A contention resolution algorithm ignd Best Effort (BE).
used to resolve such collisions. DOCSIS uses the simpleAn extra feature in IEEE 802.16, not available in DOCSIS, is
binary exponential backofilgorithm for contention resolution. that a SS is allowed to request transmission opportunities either
Requests for transmission can also be piggybacked on dasaGrants per Connection (GPC), which is exactly the way
packets transmitted by the CMs on the upstream channel. DOCSIS works, or as Grants per Subscriber Station (GPSS),

DOCSIS supports fragmentation and concatenation of détawhich a SS requests transmission opportunities as a bundle
packets. Fragmentation happens when the CMTS provideforall the service flows it is maintaining. The SS then holds
data grant to a CM that is smaller than the one the CM actuatlye responsibility for reassigning the received transmission
requested. In such a case, the CM fills the partial grantdpportunities between the different service flows. This allows
receives with the maximum amount of data possible, and serdsrarchical and distributed scheduling to be used and is not
the rest of the data payload in the next allocated data grant. supported by DOCSIS.

To support QoS, DOCSIS 1.1 introduces the concept of
service flows At least one service flow must be setup betwegr QoS Service Flows in DOCSIS and IEEE 802.16

any particular CM and the CMTS to carry best-effort traffic. i ,
However, to support other types of traffic, the CM may opt to set Both DOCSIS and IEEE 802.16 define different types of

up multiple service flows to the CMTS with each flow haVm%ervice flows that should be treated differently by the MAC
its own characteristics and traffic parameters rotocol scheduling process. Those service flow types are

An upstream service flow in DOCSIS 1.1 and DOCSIS 2igentical for both DOCSIS and IEEE 802.16 and are explained

can be classified within one of the following Upstream Servic,%elow' . ) ) )
Flow Types: Unsolicited Grant Service (UGS), Real-Time Unsolicited Grant Service (UGS) FlowsJGS is designed

Polling Service (tPS), Non-Real-Time Polling Service (nrtPé support real-time service flows that generate fixed size data

and Best Effort (BE). The way DOCSIS treats each of tho ckets on a periodic basis, such as Voice over IP. The service
service flow types is éxplained in Section(L- offers fixed sizeunsoliciteddata grants (transmission opportu-

nities) on a periodic basis. This eliminates the overhead and
latency of requiring the CM to send requests for transmission
B. IEEE 802.16 opportunities. In UGS, the CM is prohibited from using any
The IEEE 802.16 standard for fixed BWA systems supporgntention requests and the CMTS does not provideiaioast
a metropolitan area network architecture. It assumes a point-g@quest opportunitiésor the CM. Piggyback requests are also
multipoint topology, with a controlling base station (BS) thagrohibited in UGS.
connects subscriber stations (SS) to various pUblIC networksrhe key service parameters for UGS service flows dreso-
linked to the BS. The BS and SSs are stationary and one frfted Grant SizeGrants Per IntervalNominal Grant Interval
typically serves one business or residential building. and Tolerated Grant Jitter The ideal schedule for enforcing
The IEEE 802.16 standard defines a Connection-orientggch parameters is defined byR&ference Timey, with the
MAC protocol that supports multiple physical layer specifigesired transmission times beitig= to + i * interval, where
cations. The physical layer air interface is optimized fof,¢erval is the Nominal Grant Interval. The actual grant times
bands from 10 to 66 GHz. IEEE 802.16 uses wider channegg,,must be in the rangg < t! < t; + jitter, wherejitter is
compared with DOCSIS, for the downstream and upstreafe Tolerated Grant Jitter. When multiple grants per interval are
channels, which are separated using either Frequency Divisi@guested, all grants must be within this jitter interval.
Duplex (FDD), as in DOCSIS, or using Time Division Duplex Real-Time Polling Service (rtPS) FlowstPS is designed
(TDD). The access mode for the upstream channel is Timg- support real-time service flows that generate variable size
Division Multiple Access (TDMA). data packets on a periodic basis, such as MPEG video. The
IEEE 802.16 utilizes contention and piggybacking, as iservice offers periodic unicast request opportunities, which

DOCSIS, to send requests to the BS for transmission oppgieet the flow's real-time needs and allow the CM to specify

tunities on the upstream channel. The BS is the one responsible

for assigning such transmission Opportunities to different SSéA unicast request opportunity is an interval of the upstream channel in which
L . . . only one particular CM is allowed to send a bandwidth request to the CMTS.

and also for assigning a certain contention interval where s is different from the contention interval in which many CMs contend to

reservations can be made. IEEE 802.16 udarary truncated transmit their bandwidth requests.



the size of the desired grant. The CM is prohibited frordefined in DOCSIS (it deals only with UGS and BE services).
using any contention or piggyback requests. The key servite treatment of UGS service is also problematic since it does
parameters here aré&lominal Polling Interval Tolerated Poll not provide any guarantees in terms of Tolerated Jitter for such
Jitter andMinimum Reserved Traffic Rat&he ideal schedule UGS service flows.
for enforcing such parameters is very similar to that for UGS Hence, the scheduling architecture we present here is the first
service flows. that truly addresses the QoS needs of DOCSIS and is also the
Non-Real-Time Polling Service (nrtPS) Flow3he nrtPS first one to be proposed for the new IEEE 802.16 standard in the
is designed to support non-real-time service flows that requizentext of BWA systems. Although our scheduler supports both
variable size data grants on a regular basis, such as hB®CSIS and IEEE 802.16, our discussion will be directed more
bandwidth FTP. The service offers unicast polls on a periodioward the DOCSIS standard to avoid duplicity in technical
basis, but using more spaced intervals than rtPS. This ensusms and because of the wide availability of the DOCSIS
that the flow receives request opportunities even during netwatiandard at the time of writing.
congestion. In addition, the CM is allowed to use contention Our suggested upstream scheduler architecture is shown in
and piggyback request opportunities. The key service parakigure 1. In such an architecture, requests for transmission
eters here areNominal Polling Interval Minimum Reserved from the different CMs are received by the CMTS through con-
Traffic RateandTraffic Priority. tention, unicast request opportunities and piggybacking. Those
Best Effort (BE) Service Flowstn BE service the CM is requests are first translated into suitable upstream transmission
allowed to use contention and piggyback request opportunitiepportunities (data grants). Such data grants are then scheduled
but neither periodic polls nor periodic data grants will be seon a frame-by-frame basis by building a corresponding allo-
by the CMTS unless they are needed to satisfy the minimuration MAP message that describes the usage of each frame
reserved bandwidth for that service. The key service parametiterval. The hardware block responsible for creating the MAP
for BE service flows areMinimum Reserved Traffic Ratend message is represented in Figure 1 sgeverthat continuously
Traffic Priority. schedules different data grants (and unicast request opportu-
For nrtPS and BE service flows, the standard specifies timéties) on the upstream channel. In such a representation,
the CMTS should use the Traffic Priority parameter whegach data grant (or unicast request opportunity) is treated as a
determining precedence in request service and grant generatacketthat needs to find its way through the server (scheduler).
and the CMTS must preferentially provide contention requedthen such a packet finishes service (i.e., when a data grant
opportunities based on priority. gets scheduled), a corresponding entry is logged in the MAP
Unsolicited Grant Service with Activity Detection (UGS/ADinessage for the next frame period. The actual transmission of
Service FlowslUUGS/AD is a service flow type that is supportedhe corresponding data packet, on the other hand, does not take
by DOCSIS only. It is designed to support UGS flows thailace until the next frame starts.
may become inactive for substantial portions of time (i.e., tens
of milliseconds or more), such as Voice over IP with silence| Block generating Data | Type1 (FIFO) Queve _
suppression. The service provides unsolicited grants when th CGransforUGSflows | o ]ﬂ—sem';)ﬂfﬁ{;mve

. . . R . .| and unicast Requests for
flow is active and unicast polls when the flow is inactive. This| rPs and nrtPS flows

Type 2 (FIFO) Queues

combines the low overhead and low latency of UGS with the Howl —> :IID_ .
efficiency of rtPS. Though USG/AD combines UGS and rtPS, - ohramingand
only one scheduling service should be active at a time. a5 Fow2 —> [[[}- | sewver| MinisiotAlocaion
bandwidth
Ill. THE SCHEDULING ARCHITECTURE resevations Aow N —> _[[[ ] | prcrt-envanced
A few proposals have already been devised to support QoS
in HFC networks [7 — 10]. However, most of those proposals Fiowswith Type 3 (Priority) Queue
do not specifically address the QoS requirements of DOCS|SNO bandwidth _>{ Fows 5 T[T}
which is now thede factostandard for HFC systems. For reservations LM

example, in [7] the authors propose a multi-tiered priority- Translate Requests
based HFC scheduler, which supports contention-based traffic. [>] into DataGrants
The proposed scheduler, however, has no provision for delayes, nrtPs and BE Requests
sensitive traffic such as UGS and rtPS service flows. Thither unicast piggyback or
scheduling architecture proposed in [9], on the other hand, deals contention)

with delay-sensitive traffic but cannot be used for DOCSII§ 1 Architect h dupst heduler for both DOCSIS and
because it is based on a hierarchical architecture, which is g s a0 e Proposed upstream scheduler for bot an
supported by the standard. To the best of our knowledge, only

the work in [10] addresses the DOCSIS 1.1 standsedse In summary, the server in Figure 1 can be used to represent,

but it also falls short of supporting all the service flow typem a way, the upstream channel, keeping in mind the difference




in time between the instants of data grant scheduling and théThe server provides a strisemi-preemptiveriority to data
instants in which the corresponding data packets are transrgitants in the Type 1 queue, whereby a grant undergoing service
ted. Due to the fact that the actual transmission of data packistsometimesillowed to complete service without interruption
happens much later after the scheduling of the correspondigen if a grant of higher priority (a Type 1 grant) arrives in the
data grants, it is important to point out that for the schedulereantime. This happemsly whenthe newly arriving Type 1
in Figure 1 to operate properly, it needs to maintain a time axgsant can still be delivered within its deadline without the need
that is a slightly different version of the actual system time axit preempt the grant undergoing service. However, service of
This would allow us to use the simple model in Figure 1 ta grant must be interrupted (preempted) when a Type 1 grant
represent the CMTS scheduler with the server being equivalantives with a dangerously early deadline. In such a case, the
to the upstream channel. We will refer to the new time axis usaedwly arriving Type 1 grant is served first and the remainder
in the scheduler as ttecheduler time of the preempted grant is served afterwards. In DOCSIS, this
To allow for multiple QoS requirements, the scheduler keepssults in the lower priority data grant being fragmented. Of
the data grants to be scheduled in three types of queues, wtdolrse, under this priority scheme, when the server becomes
we will refer to as Type 1, Type 2 and Type 3 queues. Moifeee while the Type 1 queue is nonempty, Type 1 grants are
discussion on the properties of these queues and how they aweays the ones that enter service first. A question here is
related to the different service flow types is provided below. whether preemption (when needed) should be done just before
The scheduler architecture shown in Figure 1 is easy fioe Type 1 grant deadline or at an earlier time given that the
implement in hardware thus gaining a performance advantagsver knows it needs to perform preemption. Since preemption
over software-based alternatives. The architecture also lemidsans fragmentation of a particular data grant, we suggest
itself to easier and straightforward performance analysis W@ preempt at a point convenient for fragmentation (e.g., at a

classical queuing theory techniques. fragment size equal to a power of 2).
For such a scheduling algorithm to work, fragmentation
A. Unsolicited Grant Service Flows should be enabled for all non-UGS service flows in the net-

UGS packets cannot tolerate excessive delays in their tra#grk. Otherwise, if fragmentation must be avoided, a simpler
mission. Hence, the processing of UGS flows should [sechitecture can be used in which data grants of all non-UGS
decoupled as much as possible from all other flows in tigrvice flows are limited by management functfoiesa certain
scheduler. To achieve this goal a separate hardware blocléig€ that is always smaller than the minimum Tolerated Jitter
our scheduler keeps track of all admitted UGS service flows B all UGS service flows. In this case, no UGS data grant
maintaining a table similar to the one shown in Figure 2. Thiill ever miss its deadline due to a grant being served under
table is updated whenever the Connection Admission ContfBimple stricmon-preemptivejueuing discipline. In fact, in
(CAC) algorithm admits or releases a new UGS flow. Th@lch adesign scenario, we can stop attaching deadlines to Type
separate hardware block then uses the information in this taléata grants. The CM will be the one responsible for limiting

to periodically generate data grants that feed the Type 1 qudli@ Packet sizes corresponding to non-UGS flows to fit the new
in the scheduler. data grants with limited sizes.

Fig. 2. The table maintained by UGS dedicated hardware block.

———— B. Real-Time Polling Service Flows

D ey e e = e o There are two portions of rtPS traffic that need to be handled
: < [ntoral iter < Iera) < by the scheduler. First, there are the periodic upstream unicast
2 X X X X X X it 1 1
2 X X b X X X request opportunities to be provided for each rtPS service flow,
and second, there are the actual data grants to be allocated to
such a flow.

. N Our scheduler treats rtPS upstream unicast request opportu-
One data_grant (or mo_re) is generated per _nom_lnal 'nter\ﬁ’ﬂies in exactly the same way as UGS data grants: A dedicated
for each ac_tlve_UGS service f'°,W- .The generat|on.t|me of eaﬁgrdware block generates periodic unicast requests based on
data grant is given by; = to + i * interval, Whereinterval o rmation stored in an internal table about the rtPS flows,
is the Nominal Grant_ Interval for that service .ﬂOW' EaC!&nd feeds those requests to the Type 1 queue in the scheduler.
generated data grant is also marked with a delivery deadlq:ﬁe table structure is the same as that used for UGS traffic
equal tot; + jitter, wherejitter is the Tolerated Grant Jitter

(see Figure 2), but with replacing entries corresponding to

for such a flow. The scheduling algorithm makes sure that d%tgta rants by entries corresponding to unicast requests (e
grants fed to the Type 1 queue are served (scheduled) before g y P g d 9.

their corresponding deadlines by providing priority to such datepocsis imposes a global limit of 255 minislots on all types of data grants.

grants. It is important to mention that all the above times aféis is due to implementation considerations. DOCSIS also allows the CMTS
pose a more stringent limit on data grant sizes of rtPS, nrtPS and BE

. . . to i
based Or_] the scheduler time discussed earlier and not the acfHéTce flows. This is done using the Maximum Traffic Burst management
system time. parameter (which has a default value of 1522 bytes).



replacing Nominal Grant Interval by Nominal Polling Intervahigher values indicating higher priority. Although the DOCSIS

and Tolerated Grant Jitter by Tolerated Polling Jitter). standard does not assign any priority levels to rtPS service
A fundamental difference between UGS traffic and rtPfows, we believe that since users are expected to pay more for

traffic is that UGS reserves a fixed portion of the upstreartPS than nrtPS and BE services, rtPS should have an implicit

bandwidth that can only be used by that UGS service flow. priority level of 8.

rtPS, however, if the service flow is inactive for a short period

of time, the excess reserved capacity can be reused by Ote?rNon—Real-Time Polling Service Flows

rtPS (or nrtPS and BE) flows. Hence, when the scheduler is

generating data grants, it should treat rtPS traffic in a different | N€re are two differences between nrtPS and rtPS services.
way than UGS traffic. Also, each rtPS service flow may drirst, nrtPS does not depend solely on unicast requests allocated

may not make a minimum bandwidth reservation request toyit by the CMTS but also utilizes contention and piggybacking

connection setup. The scheduler should also treat various rif@send requests to the scheduler.  Second, nrtPS flows can
flows differently based on the amount of bandwidth reservati&l¢ assigned different priority levels while rtPS has only one
they make. implicit priority level. In all other aspects, nrtPS and rtPS
Based on the above observations, after a rtPS request Jofvice flows are |Oc|i|entrllcal. odi . ¢
transmission is received on the upstream channel, a correspondic"'¢€: We handie the periodic upstream unicast requests for

ing data grant is generated and is fed to either a Type 2 or a TYBES In exactly the same manner as we handled rtPS (i.e.,

3 queue based on whether the corresponding service flow H&'9 @ dedicateq _hardware block feeding requests to th? Type
made a minimum bandwidth reservation or not. The data gr gueue). In addition, after the nrtPS requests are received at
is fed to a Type 3 queue if its corresponding service flow has iy scheduler, the generated data grants are aiso fed t? a Type
bandwidth reservation or is fed to a Type 2 queue if its flow hgs.or TYpe 3 queue based on whether they have a minimum
made such a bandwidth reservation (see Figure 1). The Tyjfdwidth reservation or not. , . ,

3 queue in the scheduler is shared by all service flows with no>'Nce the standard requires that higher priority service flows
explicit bandwidth reservations, while the scheduler provides§ 9\ven lower delay and higher buffering preference, given that
dedicated Type 2 queue for each service flow that has alredB§Y @r€ identical in all other QoS parameters besides priority,
requested some bandwidth guarantees from the CMTS. wé propose the following modification of WFQ to produce a

We suggest using a Weighted Fair Queuing (WFQ) Hariority—enhancedNFQ. If two data grants (from tyvo different
discipline or a simpler variant of it such as Self-Clocked Fa ueues, whether Type 2 or Type 3 queues) have idefiidal

: - ; ; irtual finish timeq11], then the first grant to be served is not
Queuing (SCFQ) [12] or Start-Time Fair Queuing (SFQ) [13 lected randomly but is chosen based on its priority level, with

to handle rtPS flows fed to Type 2 and Type 3 queues. A h orit s bei d first. Thi K that
WFQ rate (or weight) is assigned to each Type 2 queue baﬁ% er prionty grants being servea first. 1his makes sure tha

on the minimum bandwidth reserved for the correspondi gher-prlquty g'rants alwayg incur less delay.

service flow. The WFQ rate for Type 3 queue is calculated b In addition, since all service rov_vs fed to the_ Type 3 queue
subtracting all the reserved rates for Type 2 queues from ethe schgduler have zero _bandW|d_th reservation, priority can
aggregate output link capacity (of course, after subtracting t gfurther invoked by adopting a stricon-preemptiveriority

bandwidth reserved for UGS traffic and contention minislots) |SC|pI|ne in serving data grants from Type 3.queue before
It is fair to assume that the number of flows set up wit eing handed to the WFQ global server (see Figure 1). Thus,

minimum bandwidth reservations will be much smaller thay pe 3 grants pass through a non-preemptive priority server

. : . . irst, then pass through a WFQ server in which priority may
those with no reservations. This is why aggregating all ﬂovxés ain be invoked acainst arants from Tvpe 2 queues
with no bandwidth reservations in one Type 3 queue will reduéd 9 9 ype<q '
the complexity of the underlying WFQ algorithm considerably.

The choice of per service flow scheduling for Type 2 traffic, oR. Best Effort Service Flows

the other hand, is adopted to provide hard bandwidth guaranteegg traffic is treated exactly in the same way as nrtPS traffic
for the corresponding service flows that wish to have sugkcept for the fact that no periodic unicast requests are sched-
guarantees. uled for any BE service flows.

We envision that pricing will depend mainly on the amount |n the next section we will discuss how nrtPS and BE
of minimum bandwidth reserved for a certain service flow. Wgows can use contention minislots to send their requests to the
also envision that for nrtPS and BE service flows, the TraffttMTS. Our only challenge at this point is that nrtPS and BE
Priority parameter will be a second-level pricing criterion. Ifgows with minimum reserved bandwidth may not be able to

other words, priority levels can provide finer-grained pricing t8end enough requests to the CMTS to occupy such allocated
be combined with the coarser-grained pricing for the amount of

minimum bandwidth reservation a user makes. 3The probability of two packets having identical virtual finish times in
A lained i tPS d BE . fl our scheduler is higher than that in a general variable-length data packet
S explained earfier, nr an service 1iows can lﬂﬂrastructure. This is because the size of any data grant in DOCSIS, although

assigned different priority levels in the range of 0 — 7, withariable, is always a multiple of the DOCSIS minislot size.



bandwidth because of possible collisions in the contention Transmission of Data Packets
region (especially at high loads). To avoid this problem, we _
. i . n, pre-committed n, data
allocate extra upstream unicast request opportunities at the star: e 2
. . . | request minislots minislots
of each frame period to all nrtPS and BE flowgh minimum minislots
bandwidth reservations to allow them to at least request such a
minimum bandwidth. _ EERERISENEEE = NN == NI NRENRRRNNE REREEN
The reason for placing such extra unicast requests at the stafg Actual Frame Size, N= j+ ny+ n,

of each frame period, even before the contention minislots, is
an attempt to relieve the contention area by forcing some CMs
to use the unicast requests and thus avoid the need for further
contention. This should bring collisions to a minimum.

Maximum Frame Size, Njyor — >

Fig. 3. Upstream frame structure.

B. Contention Minislot Allocation

E. Unsolicited Grant Service with Activity Detection . . . .
y Different contention minislot allocation schemes have been

To handle a UGS/AD service flow, a certain portion ofuggested in the literature [7, 14, 15]. The scheme we propose
the upstream channel bandwidth should be reserved for thate is an extension of the mechanisms suggested in [14] and
flow. This reservation is made fixed when the service floj¥] with some modifications to adapt to the minislot structure of
is active by creating a temporary entry in the UGS table, afRDCSIS, to account for piggybacking, and to allow for variable
treating the flow as if it was a UGS flow. When the flowframe lengths.
becomes inactive, the entry in the table is temporarily blankedFigure 3 above illustrates a typical DOCSIS upstream frame.
and instead the service flow is considered a rtPS one with Ttke frame length (in units of minislots) is variable with a certain
Minimum Reserved Traffic Rate parameter set to the originalaximum limit, V,,.... The actual frame length depends on the
UGS traffic rate. This allows any excess bandwidth not used hymber of data grants pending transmission on the upstream
the service flow to be utilized by other users, but still guaranteelsannel. Figure 3 shows the case where there are woxnly
the minimum required bandwidth by the service. worth of nrtPS and BE data grants pending transmission. UGS

grants, rtPS polls and other periodic traffic that do not require

contention occupyr; minislots of the frame interval. Such
IV. CONTENTION MINISLOT ALLOCATION n1 minislots are considered as pre-committed minislots in our

algorithm and do not count as part of the frame. A variable

In DOCSIS and IEEE 802.16, nrtPS and BE service flowsumber,j, of contention minislots are used in each upstream
use contention to send their requests to the CMTS. We needrtime as request minislots. We will develop an algorithm to
allocate an appropriate number of contention request minislelignamically calculate the value gffor each frame based on
in each frame period to reduce the number of possible collisiogiferent MAC loading conditions.
and to shorten the contention resolution process. If done propThe algorithm can be explained as follows. Just enough
erly, this will improve the performance of the MAC protocokontention minislots need to be created so that the average
under varying traffic load conditions. throughput (per frame) of the contention request minislots

closely matches the number of new data packets that can be

transmitted in a maximum frame period. We remember that
A. Frame Structure using a simple contention resolution algorithm such as the
random binary exponential backoff, mandated by DOCSIS,

In our scheduler we use a variable length upstream fra Nes a throughput efficiency of 33% for contention minislots

structure in order to achieve maximum scheduling flexibilit

and minimum transmission latency. We opt for the fram 14]. Hence,_the number_of contention_minislot; in a frame
structure shown in Figure 3, where c.ontention minislots are IOUId be adjusted to satisfy the folloyvmg rgqylrement: the

. T umber of requests that can be transmitted withaontention
clustered adjacently at the beginning of each upstream framﬁﬂslots should be equal tiliree times the number of nrtPS
interval. This configuration allows easier implementation

. d BE data packets that can be transmitted in a frame with
both the CMTS and the CM because both devices have 9 imum length.

switch to the contention mode only once at the start of eaChTo transform the above statement to units of minislots, we

frame period. Also in such a configuration, the feedback MAPOte that a data packet may need, on averagainislots to be

message from the CMTS corresponding to a cluster of minislc%rsnsmitted Also a contention request may need, on avekage
can be received prior to the beginning of the next frame perioda ' ' '

. ; g contention minislots to be transmittedHence we can say that
This reduces latency in receiving request acknowledgments
and in contention resolution, which is of great concern in theis yyical value ofi, is 1 minisiot.

contention process. lg >> le.

It is also reasonable to assume that



the ratioj /I, : (Nmax — J — n1)/lq should be at most 3:1. TheDOCSIS standard requires a preferential treatment of higher
parameters; andl. can either be fixed priori or measured on priority traffic allowing it to have a better chance of send-
periodic basis during the scheduler operation. ing requests through contention. This can be achieved by
Our algorithm should also be able to dynamically redudatroducing a set of multiplication factors,, 0 < aqg < 1
the number of required contention minislots per frame as the ¢ = 0, ..., 7 that allow dividing the available amount
load on the system increases. This is possible becauseofisontention minislots between the different priorities based
the traffic from certain flows become heavier; those flows cam a preference criterion decided by the service provider and,
utilize piggybacking more often, and hence reduce the load oh course, related to pricing. The; factors should satisfy
contention. Taking this into account allows us to reduce tlke requiremengzl:0 aq = 1. Hence, after calculating the
ratio of 3:1 we originally needed for contention minislots to #otal number of contention minislots per framjewe calculate
smaller ratio. To quantify this effect we note that if a multithe number of minislots;¢, to allocate to each prioritd as
packet batch arrives at a certain CM buffer, only the first packiellows: j¢ = | j * aq].
in that buffer generates a contention request. However, futureOne scenario that might happen in the above minislot al-
requests for the rest of the multi-packet batch can be sent usiogation scheme is that higher priority flows may get more
piggybacking. Now, assume that the average length (in unitsrafnislots allocated than their actual need. This will happen
packets) of multi-packet batches arriving at different CMk,is if the aggregate load of high priority flows is smaller than
then we can say thatdata packets are utilized for each requesinticipated. To overcome this situation and to improve the
that makes it through the minislot contention process. Agaioperation of our allocation scheme, we incorporate another
the value ofk can be measured during normal operation. Ifactor related to the observed traffic load of each priority in
summary, we need to have, the system. More specifically, we start by computing a moving
average of the observed number of contention minislots used
3% (Nmax —J —m1) * e per frame for each priority level. We denote these values by
kxlg rq ford =0, ..., 7. These values will represent estimates of
how many minislots each priority should be expected to use in
C. Algorithm the next frame period. Notice that these estimates are updated

We compute the number of required contention minislog€riodically. y
in each frame period based on an estimate of the maximuml h€ idea is that we want to utilize any excess amount of
number of data packets that can be transmitted in such a fraiffltention minislots for use by other priorities (preferably
This estimate is mainly derived from the traffic observed ifigher priorities). To do that, after calculating the number of
the previous frame. The following algorithm dynamicallyninislots allocated to one priority?, we compare this value to

calculates the number of contention minislgtéor each frame the number of minislots we should expect in the next frame for
i that priority, 4. If the value ofj¢ is much larger tham,, we

borrow a few of thej¢ minislots, says, and redistribute them
Frame 0: Sefy = jmin (Initialization) among the contention minislots allocated to higher priorities.
3 (Nomax—Ji—1—n1.i—1) i } Such an algorithm is recursive and is illustrated below, wivere
) min

Framei: Let, j; = méx{ (kxla/le) andé are design parameters.
If Q Z Q ok (Nmax — Ji—1 — nl,i—l): Set]z = Jmin

j:

Start:d =0
@ in the above expression is the total number of data\wnhile d < 7 do{ (we stop atl = 7 — 1)

minislots requested but not yet allocated by the CMTS (i.e.,|f j4 > 3y, Setj? = j4—§
the aggregate length of bending data grants at the scheduler
and« is a design parameter set to 2.5 or 3.5. The condition )
including Q means that when there are so many outstanding}End While
minislot requests that cannot be handled within the next two

frames or so, the CMTS should prevent CMs from sendin . S -
further contention requests. This will only happen in overloatt%'een the different priorities is to use a nested priority scheme,

(congestion) situations, and will prevent the buffers in thld Which higher pnr?'rlltyl flows are ?:IOWEd to U‘T‘e tne wr&ole
CMTS from overflowing unnecessarily. It also makes sense ¢gntention area, while low priority flows are only allowed to

deny piggybacked requests in those overload situations. use part of §UCh a contention region. The reason we avoid
this scheme is that it does not allow complete separation of the

) ) o different priorities and hence cannot prevent misbehaving high
D. Dealing with Priorities priority traffic from causing undue collisions in the whole con-
Now that we know the number of contention minislots téention area, including the contention interval for low priority
allocate per frame, we need to divide this capacity of contentitnaffic. In our scheme, on the other hand, the region given to low
minislots between the different service flow priorities. Theriority traffic is pre-determined by the service provider using

And setj¢ = je+6*ae/2;:d+l afforalle =d+1,...,7

Another option for distributing the contention minislots be-



the ag parameter (which is mainly determined by pricing) andhcreases with the amount of minimum bandwidth reserved for
high priority traffic cannot receive more than its allocated shatieat flow and the priority level assigned to it, a service flow that
of the contention interval unless the low priority traffic load iseserves more bandwidth and has a higher priority level should

smaller than anticipated. receive a larger buffer space. The remaining buffer space after
deciding on Type 1 and Type 2 queue sizes is then used for the
V. BUFFER MANAGEMENT Type 3 queue.

This section deals with the problem of allocating buffer space For buffer management of Type 2 and Type 3 queues,

to the different queue Types (Type 1, 2 and 3) of the schedul¥f Suggest using the Random Early Detection (RED) and

to achieve minimum losses of data grants during scheduli '.“'It"pr'or'ty RED schemes, respe_ctlvely. RED [16] is a
It is important to note at this point that losing a data gra ffer management scheme that avoids congestion by randomly

at the scheduler due to buffer overflow does not necessafigyopapilistically) dropping packets when the buffer occupancy

mean the loss of the corresponding data packet itself. ™ ches a certain Iimit..Mthi—.priority RED.isjust an extension
is because after the CMTS receives a request for a data gr%rﬁQED to support multi-priority flows sharing the same buffer,
from the CM, it sends a signal back to the CM in the bandwidff® 'S the case for the Type 3 queue. )
allocation MAP indicating a pending data grant. When this The reason we suggest using RE_D for buffer manage_ment n
data grant is lost due to buffer overflow at the scheduler, tR4f Scheduler is that RED was designed to work hand-in-hand
CM will eventually timeout and will retransmit another requestVith the TCP congestion control algorithm, and hence is best
This will certainly cause the CM buffer to grow monotonicallysu't_ed for Internet.trafflc. Since DOCSIS and IEEE 80_2.16 are
during the timeout period but will not necessarily result in thE'2inly Internet oriented, RED would be the best candidate for
loss of information. Hence, mapping data grant losses in tHHﬁer management in our scheduler.

scheduler to actual data packet losses in the CM is not an easy

task to achieve and is heavily dependent on the buffer space at VI. SUMMARY

the different CMs along with the utilized timeout mechanisms.

Now, returning to the scheduler architecture shown earlier]jnIn this paper we Infroduced a new scheduling architecture

Figure 1, we see that data grants are treated as generic pacI?étQOth DOCSIS and IEEE 802.16. The new architecture

that are placed in different queue Types before being ser pports diverse QoS guarantees for various ;grvice f low types
by the scheduler. An important distinction we need to draapggested by the above standards. More specifically, it supports

here is between theirtual and theactual meaning of each tight delay guarantees for UGS traffic and minimum band-

queue buffer space in such a scheduler. Virtually, the syst(WHjth reservations for rtPS, nrtPS and BE flows. It is worth

works as if it is scheduling packets with variable lengths passi@erg'qn'ggotggtlsv enddorl-EEeEcglngl%S pﬁr]gmeters C?r? ?ISO be
through a continuous-time server. Actually, however, when ed in an e IS means that Users

data grant is generated, the only information that needs to also request QoS delay bounds for their tPS and nrtPS

stored about such a data grant is its length (in units of minisloﬁ:e)‘rvICe flows. Because we are using a fair queueing algorithm

and optionally its deadline (in the case of Type 1 data grant our scheduler, p“’_"id"?g such guarantees Is feasible E.ind can
Such information is the only information needed to construct T implemented easily given that the service flows feeding the

bandwidth allocation MAP at the end of each processing peri?ﬁh?dmer are properly policed (either at the CMTS or atthe CM
to describe the usage of the upstream channel. The size of }(s/ev)' Iso introduced a d . inisl I . h
data graninformationis of fixed length whether it corresponds € also Introduced a dynamic minislot allocation scheme

to a 1 KB data grant or a 4 KB data grant. This means that tH’bEt should improve the performance of our scheduling algo-

buffer space allocated to each queue type needs to be meas[]tI g quer va%/l_ng load Cg”d';'of‘dsh Ilf speeds tgg conterlltmn
in units of fixed-size data grant information units rather th ase by providing extra bandwidth for contending packets.

units of bytes. he loss of throughput due to this operation should not be a

Now, to distribute the total amount of available buffer SpaC%evere one. This is mainly due to the fact that request packets
locations between the different queue types, we start with tAE much smaller than actual da_ta pagk_ets, and because our
single Type 1 queue. Calculating the maximum number 8+gor|thm allocates fewer contention minislots as the load on

data grants that can accumulate in such a queue at any morﬁ%ﬁlsyStem Increases.

of time can be done easily because of the periodic nature of/V€ @€ currently in the process of performing analytical and

UGS traffic feeding this queue. We always allocate suchSinulation studies to demonstrate the efficiency anq pgrfor—
maximum number of buffer space locations to the Type 1 quetﬁ@‘f’m,ce Of, our schedulgr. 'The results of such analysis will be
Remember that we cannot afford to loose any data grants fréfpvided in future publications.

such a queue since there is no other mechanism for UGS service

flows to request new data grants if the scheduler loses them. For REFERENCES
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